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1. Introduction

Consider a plane horizontal layer (0 ≤ z ≤ h) of an incompressible viscous fluid
heated from below. At the lower boundary: z = 0 the layer of fluid is maintained
at temperature T + δT and the temperature of the upper boundary (z = h) is T
(see Fig. 1).
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T+ T

T (z=h)

(z=0)

z

xδ

Fig. 1. Geometry of the convection problem

All variations with respect to the y-direction are assumed to vanish, then ac-
cording to the Oberbeck–Boussinesq approximations [3, 4], the equations governing
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convection in a layer in the two-dimensional (x-z) are described as follows:


ut + uux + wuz = −px/ρ0 + ν∆u,
wt + uwx + wwz = −(pz + gρ)/ρ0 + ν∆w,

ux + wz = 0,
θt + uθx + wθz = κ∆θ.

(1)

In the above system (1), (u, 0, w) is the velocity vector field in the respective direc-
tions (x, y, z); p is the pressure field; θ is the temperature; ρ is the fluid density; ρ0

is the density at temperature T +δT ; ν is the kinematic viscosity; g is the gravita-
tional acceleration; κ is the coefficient of thermal diffusivity; ∗ξ:=∂/∂ξ(ξ = x, z, t);
and ∆ := ∂2/∂x2+∂2/∂z2. The Oberbeck–Boussinesq approximation also requires
that the fluid density is to be independent of pressure and depends linearly on the
temperature θ, therefore ρ can be represented by

ρ − ρ0 = −ρ0α(θ − T − δT ),

where α is the coefficient of thermal expansion.
The Oberbeck–Boussinesq equations (1) have a stationary solution:

u∗ = 0, w∗ = 0, θ∗ = T + δT − δT

h
z, p∗ = p0 − gρ0(z +

αδT

2h
z2)

representing the purely heat conducting state, where p0 is a constant. By setting

û := u, ŵ := w, θ̂ := θ∗ − θ, p̂ := p∗ − p,

the perturbed equations


ût + ûûx + ŵûz = p̂x/ρ0 + ν∆û,

ŵt + ûŵx + ŵŵz = p̂z/ρ0 − gαθ̂ + ν∆ŵ,
ûx + ŵz = 0,

θ̂t + δT ŵ/h + ûθ̂x + ŵθ̂z = κ∆θ̂,

(2)

are obtained. Moreover, transforming to dimensionless variables

t → κt, u → û/κ, w → ŵ/κ, θ → θ̂h/δT, p → p̂/(ρ0κ
2)

in (2), the dimensionless equations


ut + uux + wuz = px + P∆u,
wt + uwx + wwz = pz − PR θ + P∆w,

ux + wz = 0,
θt + w + uθx + wθz = ∆θ

(3)

are obtained, where

R :=
δTαg

κνh

is the Rayleigh number1 and
P :=

ν

κ
1 The Rayleigh number is sometimes defined by R = (δTαgh3)/(κν) when the dimensionless

equations are reduced to the domain of 0 ≤ z ≤ 1.
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is the Prandtl number.
It is well known that for small R the fluid conducts heat diffusively, and at

a critical point RC , heat is transposed through the fluid by convection. The
origin of these rolls is the experiment by Bénard [2] in 1900. He observed the
establishment of a regular, steady pattern of flow cells in a thin horizontal layer of
molten spermaceti with a free upper surface, then these cells which later came to be
known as Bénard cells. In 1916, Lord Rayleigh considered the linearized stability
of (3) and found RC when both the upper and lower boundaries are taken to be
stress-free [15]. From the above-mentioned problem (3) (of course including the
three dimensional case) is called Rayleigh–Bénard convection.

Although a large number of studies have been made on Rayleigh–Bénard con-
vection [4, 10], theoretical results are very few. It has been shown by Joseph [7]
that (3) has a unique trivial solution for R < RC . Iudovich [6] and Rabinowitz [14]
proved that, for each R slightly exceeding the critical Rayleigh number RC , the
equation (3) has at least two nontrivial steady-state solutions. The stability anal-
ysis of the bifurcated solution in a small neighbourhood of the bifurcation points
is considered by Kagei and Wahl [8]. However, the global structure of bifurcated
solutions after the critical Rayleigh point RC has not been known theoretically up
to now.

In this paper, we propose an approach to prove the existence of the steady-
state solutions for given P and R by a computer assisted proof, which gives us
a tool to study the global bifurcation structure. This method is based on an
infinite dimensional fixed-point theorem using a Newton-like operator together
with a spectral approximation and constructive error estimates. Another method
of computer assisted proof for the Navier–Stokes equations have been presented by
Heywood, Nagata and Xie [5]. This method needs a norm bound for the inverse
of the linearized problem and, unfortunately, rigorous numerical results cannot be
obtained. Our method does not need a norm estimate of the linearized problem
and our numerical examples take into account the effects of rounding errors in
floating point computations.

The contents of this paper are as follows. The boundary conditions and some
function spaces and notations are defined, and the fixed-point formulation is in-
troduced in Section 2. Constructive a priori error estimates for the linearized
problems are described in Section 3, which are needed in numerical computations.
An existence theorem in certain appropriate function spaces using Newton-like it-
eration is considered in Section 4. A computable verification condition is given in
Section 5. Numerical examples which prove the existence of steady-state solutions
are described in Section 6.
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2. A fixed-point formulation

We shall find steady-state solutions, where ut, wt and θt are equated to 0 in (3),
and assume that all fluid motion is confined to the rectangular region Ω := {0 <
x < 2π/a, 0 < z < π} for a given wave number a > 0. Let us impose periodic
boundary conditions (with period 2π/a) in the horizontal direction, stress-free
boundary conditions (uz = w = 0) for the velocity field, and Dirichlet boundary
conditions (θ = 0) for the temperature field on the surfaces z = 0, π. Furthermore,
we assume the following evenness and oddness conditions:

u(x, z) = −u(−x, z), w(x, z) = w(−x, z), θ(x, z) = θ(−x, z).

We introduce the stream function Ψ, through the definition

u = −Ψz, w = Ψx

so that ux + wz = 0. Cross-differentiating the equation of motion in (3) in order
to eliminate the pressure p and setting Θ :=

√PRθ, we obtain{P∆2Ψ =
√PRΘx − Ψz∆Ψx + Ψx∆Ψz in Ω,

−∆Θ = −√PRΨx + ΨzΘx − ΨxΘz in Ω.
(4)

From the boundary conditions imposed above, the stream function Ψ and de-
parture of temperature from linear profile Θ can be represented by the following
double Fourier series:

Ψ =
∞∑

m=1

∞∑
n=1

Amn sin(amx) sin(nz), Θ =
∞∑

m=0

∞∑
n=1

Bmn cos(amx) sin(nz). (5)

By (5), we introduce following function spaces for k ≥ 0:

Xk :=

{
Ψ =

∞∑
m=1

∞∑
n=1

Amn sin(amx) sin(nz) | Amn ∈ R,

∞∑
m=1

∞∑
n=1

((am)2k + n2k)A2
mn < ∞

}
,

Y k :=

{
Θ =

∞∑
m=0

∞∑
n=1

Bmn cos(amx) sin(nz) | Bmn ∈ R,

∞∑
m=0

∞∑
n=1

((am)2k + n2k)B2
mn < ∞

}

which are considered as closed subspaces of usual k-th order Sobolev space Hk(Ω).
For M1, N1,M2 ≥ 1 and N2 ≥ 0, we indicate a relation N := (M1, N1,M2, N2)
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and define the finite dimensional approximating subspaces by

S
(1)
N =

{
ΨN =

M1∑
m=1

N1∑
n=1

Âmn sin(amx) sin(nz) | Âmn ∈ R

}
,

S
(2)
N =

{
ΘN =

M2∑
m=0

N2∑
n=1

B̂mn cos(amx) sin(nz) | B̂mn ∈ R

}
,

SN = S
(1)
N × S

(2)
N ,

and denote an approximate solution of (4) by ûN := (Ψ̂N , Θ̂N ) ∈ SN which is
obtained by an appropriate method. Then setting{

f1(Ψ,Θ) :=
√PRΘx − Ψz∆Ψx + Ψx∆Ψz,

f2(Ψ,Θ) := −√PRΨx + ΨzΘx − ΨxΘz,

Ψ = Ψ̂N + w(1), Θ = Θ̂N + w(2),

(4) is rewritten as the problem to find (w(1), w(2)) ∈ X4 × Y 2 satisfying{
P∆2w(1) = f1(Ψ̂N + w(1), Θ̂N + w(2)) − P∆2Ψ̂N in Ω,

−∆w(2) = f2(Ψ̂N + w(1), Θ̂N + w(2)) + ∆Θ̂N in Ω.
(6)

Note that (w(1), w(2)) is expected to be small if ûN is an accurate approximation.
Defining

w = (w(1), w(2)),
h1(w) = f1(Ψ̂N + w(1), Θ̂N + w(2)) − P∆2Ψ̂N ,

h2(w) = f2(Ψ̂N + w(1), Θ̂N + w(2)) + ∆Θ̂N ,

h(w) = (h1(w), h2(w)),

by virtue of Sobolev embedding theorem and the definition of f1 and f2, h is a
bounded continuous map from X3 × Y 1 to X0 × Y 0. Moreover, it is easily shown
that for all (g1, g2) ∈ X0 × Y 0, the linear problem{

∆2Ψ̄ = g1 in Ω,

−∆Θ̄ = g2 in Ω
(7)

has a unique solution (Ψ̄, Θ̄) ∈ X4 × Y 2. When this mapping is denoted by
Ψ̄ = (∆2)−1g1 and Θ̄ = (−∆)−1g2, an operator:

K := (P−1(∆2)−1, (−∆)−1) : X0 × Y 0 → X3 × Y 1

is a compact map because of the compactness of the imbeddings H4(Ω) ↪→ H3(Ω),
H2(Ω) ↪→ H1(Ω) and the boundedness of (∆2)−1 : X0 → X4, (−∆)−1 : Y 0 → Y 2.
Therefore, (6) is rewritten as a fixed-point equation:

w = Fw (8)
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for the compact operator F := K ◦ h on X3 × Y 1, and Schauder’s fixed-point
theorem (e.g. Zeidler[17]) asserts that, for a nonempty, closed, bounded and convex
set W ⊂ X3 × Y 1, if

FW ⊂ W (9)

holds, then there exists a fixed-point of (8) in W . In the following sections, we shall
propose a computer algorithm to construct a candidate set W which satisfies (9).

3. Constructive error estimates for the projections

This section is devoted to the estimation of constructive a priori constants of the
finite dimensional approximations.

We denote the L2-inner product and the L2-norm on Ω by ( ·, ·)L2 and ‖ · ‖L2 ,
respectively, and also define the H1

0 -norm: ‖∇u‖L2 and the Hk-norm: ‖u‖Hk on
Ω by ‖∇u‖2

L2 = ‖ux‖2
L2 + ‖uz‖2

L2 and ‖u‖2
Hk =

∑
i,j∈N,i+j≤k ‖∂i+ju/∂ix∂jz‖2

L2 ,
respectively.

For Ψ ∈ X3 and Θ ∈ Y 1, let us define projections P
(1)
N Ψ ∈ S

(1)
N and P

(2)
N Θ ∈

S
(2)
N by {

(∆(P (1)
N Ψ − Ψ),∆v

(1)
N )L2 = 0 ∀v

(1)
N ∈ S

(1)
N ,

(∇(P (2)
N Θ − Θ),∇v

(2)
N )L2 = 0 ∀v

(2)
N ∈ S

(2)
N .

(10)

Then, it is easily shown that for given (g1, g2) ∈ X0 × Y 0 the projection (P (1)
N Ψ̄,

P
(2)
N Θ̄) of the solution (Ψ̄, Θ̄) ∈ X4×Y 2 of (7) coincides with (M1, N1)-truncation

of Ψ̄ and (M2, N2)-truncation of Θ̄, respectively. From this fact, the following
constructive a priori error estimates are derived.

Theorem 1. For each (g1, g2) ∈ X0 × Y 0, let (ψ, θ) ∈ X4 × Y 2 be the solution of
(7) and (P (1)

N ψ,P
(2)
N θ) ∈ SN be finite dimensional approximation defined by (10),

then following a priori error estimates hold:


‖ψ − P
(1)
N ψ‖L2 ≤ C1‖g1‖L2 , ‖∇(ψ − P

(1)
N ψ)‖L2 ≤ C2‖g1‖L2 ,

‖∆(ψ − P
(1)
N ψ)‖L2 ≤ C3‖g1‖L2 , ‖ψ − P

(1)
N ψ‖H3 ≤ C4‖g1‖L2 ,

‖(ψ − P
(1)
N ψ)x‖L2 ≤ C5‖g1‖L2 , ‖(ψ − P

(1)
N ψ)z‖L2 ≤ C6‖g1‖L2 ,

‖∇(ψ − P
(1)
N ψ)x‖L2 ≤ C7‖g1‖L2 , ‖∇(ψ − P

(1)
N ψ)z‖L2 ≤ C8‖g1‖L2 ,

‖∆(ψ − P
(1)
N ψ)x‖L2 ≤ C9‖g1‖L2 , ‖∆(ψ − P

(1)
N ψ)z‖L2 ≤ C10‖g1‖L2 ,

(11)




‖θ − P
(2)
N θ‖L2 ≤ C11‖g2‖L2 , ‖∇(θ − P

(2)
N θ)‖L2 ≤ C12‖g2‖L2 ,

‖θ − P
(2)
N θ‖H1 ≤ C13‖g2‖L2 , ‖(θ − P

(2)
N θ)x‖L2 ≤ C14‖g2‖L2 ,

‖(θ − P
(2)
N θ)z‖L2 ≤ C15‖g2‖L2 ,

(12)



Vol. 6 (2004) Numerical Verification for the Heat Convection Problem 7

where Ci(i = 1, . . . , 15) are given constructively:

C1 = max
{

1
(a2 + (N1 + 1)2)2

,
1

(a2(M1 + 1)2 + 1)2

}
,

C2 = max
{

1
(a2 + (N1 + 1)2)3/2

,
1

(a2(M1 + 1)2 + 1)3/2

}
,

C3 = max
{

1
a2 + (N1 + 1)2

,
1

a2(M1 + 1)2 + 1

}
,

C4 = max




(
4∑

ν=1

1
(a2 + (N1 + 1)2)ν

)1/2

,

(
4∑

ν=1

1
(a2(M1 + 1)2 + 1)ν

)1/2

 ,

C5 = max
{

max
1≤m≤M1

am

(a2m2 + (N1 + 1)2)2
, max
M1+1≤m≤∞

am

(a2m2 + 1)2

}
,

C6 = max
{

max
1≤n≤N1

n

(a2(M1 + 1)2 + n2)2
, max
N1+1≤n≤∞

n

(a2 + n2)2

}
,

C7 = max
{

max
1≤m≤M1

am

(a2m2 + (N1 + 1)2)3/2
, max
M1+1≤m≤∞

am

(a2m2 + 1)3/2

}
,

C8 = max
{

max
1≤n≤N1

n

(a2(M1 + 1)2 + n2)3/2
, max
N1+1≤n≤∞

n

(a2 + n2)3/2

}
,

C9 = max
{

max
1≤m≤M1

am

a2m2 + (N1 + 1)2
, max
M1+1≤m≤∞

am

a2m2 + 1

}
,

C10 = max
{

max
1≤n≤N1

n

a2(M1 + 1)2 + n2
, max
N1+1≤n≤∞

n

a2 + n2

}
,

C11 = max
{

1
(N2 + 1)2

,
1

a2(M2 + 1)2 + 1

}
,

C12 = max
{

1
N2 + 1

,
1

(a2(M2 + 1)2 + 1)1/2

}
,

C13 = max
{

(1 + (N2 + 1)2)1/2

(N2 + 1)2
,
(2 + a2(M2 + 1)2)1/2

a2(M2 + 1)2 + 1

}
,

C14 = max
{

max
0≤m≤M2

am

a2m2 + (N2 + 1)2
, max
M2+1≤m≤∞

am

a2m2 + 1

}
,

C15 = max
{

max
1≤n≤N2

n

a2(M2 + 1)2 + n2
,

1
N2 + 1

}
.

Proof. We show the construction of C5. The other estimations are quite similar.
Set ψ =

∑∞
m=1

∑∞
n=1 Amn sin(amx) sin(nz) and using

‖ sin(amx) sin(nz)‖L2 = ‖ cos(amx) sin(nz)‖L2 = π/
√

2a,
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‖(ψ − P
(1)
N ψ)x‖2

L2 =
M1∑

m=1

∞∑
n=N1+1

a2m2A2
mn

π2

2a
+

∞∑
m=M1+1

∞∑
n=1

a2m2A2
mn

π2

2a

=
M1∑

m=1

∞∑
n=N1+1

a2m2

(a2m2 + n2)4
(a2m2 + n2)4A2

mn

π2

2a

+
∞∑

m=M1+1

∞∑
n=1

a2m2

(a2m2 + n2)4
(a2m2 + n2)4A2

mn

π2

2a

≤ C2
5

∞∑
m=1

∞∑
n=1

(a2m2 + n2)4A2
mn‖ sin(amx) sin(nz)‖2

L2

= C2
5‖∆2ψ‖2

L2 . �

These constructive a priori constants are optimal and have an adequate order,
for example, when Ñ := M1 = N1, we have C1 = O(1/Ñ4) and C2 = O(1/Ñ3).

In actual calculations, L∞-error estimates are also needed. For this purpose,
we use the following estimate by Plum [13].

Lemma 1. (Plum, 1992) For u ∈ X2 or u ∈ Y 2, the following assertion holds
true:

‖u‖L∞ ≤ K1‖u‖L2 + K2‖∇u‖L2 + K3‖∆u‖L2 ,

where ‖ · ‖L∞ is the sup-norm and

K1 =
1
π

√
a

2
, K2 = 1.1548

√
4 + a2

6a
, K3 =

0.22361π

3

√
144 + 40a2 + 9a4

10a3
.

Theorem 1 and Lemma 1 imply L∞-error estimates immediately.

Corollary 1. Under the same assumptions of Theorem 1, following a priori error
estimates hold:

‖ψ − P
(1)
N ψ‖L∞ ≤ C16‖g1‖L2 , ‖θ − P

(2)
N θ‖L∞ ≤ C17‖g2‖L2 ,

‖(ψ − P
(1)
N ψ)x‖L∞ ≤ C18‖g1‖L2 , ‖(ψ − P

(1)
N ψ)z‖L∞ ≤ C19‖g1‖L2 ,

where

C16 = C1K1 + C2K2 + C3K3, C17 = C11K1 + C12K2 + K3,

C18 = C5K1 + C7K2 + C9K3, C19 = C6K1 + C8K2 + C10K3.

4. Newton-like iteration

In this section, we apply the Newton-like method for nonlinear elliptic problems
proposed by the author [11, 12] to the fixed-point equation (8).
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By defining the projection from X3 × Y 1 to SN by

PN = (P (1)
N , P

(2)
N ),

the fixed-point problem w = Fw can be uniquely decomposed as the finite dimen-
sional (projection) part and infinite dimensional (error) part as follows:{

PNw = PNFw,
(I − PN )w = (I − PN )Fw,

(13)

where I is the identity map on H3(Ω) × H1(Ω). We suppose that the restriction
of the operator PN − PNKf ′(ûN ) : X3 × Y 1 −→ SN to SN has an inverse

[I − PNKf ′(ûN )]−1
N : SN −→ SN , (14)

where f ′(ûN ) denotes the Fréchet derivative of f := (f1, f2) at the approximate
solution ûN which coincides with h′(0). Note that this assumption is equivalent
to the invertibility of a matrix, which is able to be numerically checked in actual
verified computations (for example see Rump [16]). Applying the Newton-like
method to the first term of (13) we define the operator NN : X3 × Y 1 −→ SN by

NNw = PNw − [I − PNKf ′(ûN )]−1
N PN (I − F )w

and the compact map T : X3 × Y 1 −→ X3 × Y 1 by

Tw = NNw + (I − PN )Fw.

Then under the invertibility assumption of (14), the two fixed-point problems

w = Tw (15)

and (8) are equivalent. If the approximate solution ûN = (Ψ̂N , Θ̂N ) is sufficiently
good, the finite dimensional part of T will possibly be a contraction. On the other
hand, the magnitude of the infinite dimensional part of T is expected to be small
when the truncation numbers of SN are taken to be sufficiently large, because of
Theorem 1.

The question which we must consider next is to find a solution of (15) in a
set W , referred to as a candidate set. Setting L1 := M1N1, L2 := (M2 + 1)N2,
M := L1 + L2 and denoting base functions of S

(1)
N , S

(2)
N by {ψi}L1

i=1, {θi}L2
i=1,

respectively, we write any (w(1)
N , w

(2)
N ) ∈ SN as

w
(1)
N =

L1∑
i=1

aiψi, w
(2)
N =

L2∑
i=1

biθi,

where ai and bi are real coefficients. Then, we define (w(1)
N )i and (w(2)

N )i by

(w(1)
N )i := |ai|, (w(2)

N )i := |bi|.
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Now, for any non-negative real vector {Wi}1≤i≤M+2, let us define

WN :=

{
(w(1)

N , w
(2)
N ) ∈ SN

∣∣∣∣∣ (w(1)
N )i ≤ Wi (1 ≤ i ≤ L1),

(w(2)
N )i ≤ WL1+i (1 ≤ i ≤ L2)

}
,

W∗ :=

{
(w(1)

∗ , w
(2)
∗ ) ∈ S⊥

N

∣∣∣∣∣ ‖w(1)
∗ ‖Ψ ≤ CiWM+1 (1 ≤ i ≤ 10),

‖w(2)
∗ ‖Θ ≤ CiWM+2 (11 ≤ i ≤ 15)

}
,

W := WN ⊕ W∗,

where ‖ · ‖Ψ and ‖ · ‖Θ are generic symbols for seminorms corresponding to
Ci(1 ≤ i ≤ 15) in (11) and (12), for example ‖w(1)

∗ ‖L2 ≤ C1WM+1, ‖(w(2)
∗ )x‖L2 ≤

C14WM+2, and so on. Here, S⊥
N stands for the image space of (I −P

(1)
N , I −P

(2)
N ) :

X3 × Y 1 → X3 × Y 1. Then, the following verification condition is obtained.

Theorem 2. Let WN , W∗ and W be sets defined above. If the inclusions{ NNW ⊂ WN ,
(I − PN )FW ⊂ W∗

(16)

hold, then there exists a fixed-point w of T in W .

Proof. By definition, W is a non-empty, closed, convex and bounded set in X3×Y 1.
For any w ∈ W , NNw ∈ SN , (I − PN )Fw ∈ S⊥

N and the decomposition Tw =
NNw + (I − PN )Fw is unique. Hence by (16), we get NNW + (I − PN )FW ⊂
WN + W∗ in X3 × Y 1, namely,

TW ⊂ W.

Therefore, by the compactness of the operator T and Schauder’s fixed-point the-
orem, the desired result is obtained. �

5. Computable verification condition

In this section, we will show a computable verification algorithm to construct the
candidate set in X3 × Y 1 which is expected to satisfy the verification condition
(16).

First, for k = 0, take an appropriate initial non-negative real vector
{W (0)

i }1≤i≤M+2 and set W (0) := W
(0)
N ⊕ W∗(0).

For k ≥ 1, with a given 0 < δ � 1, set

W̄
(k−1)
i := W

(k−1)
i (1 + δ) (1 ≤ i ≤ M + 2),

and for {W̄ (k−1)
i }1≤i≤M+2, define the δ-inflation of W (k−1) by

W̄ (k−1) = W̄
(k−1)
N ⊕ W̄∗

(k−1)
.
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For the set W̄ (k−1), construct the k-th set W (k) := W
(k)
N ⊕ W∗(k), where



W
(k)
N := NNW̄ (k−1),

W
(k)
M+1 := P−1 sup

w∈W̄ (k−1)
‖h1(w)‖L2 ,

W
(k)
M+2 := sup

w∈W̄ (k−1)
‖h2(w)‖L2 .

(17)

Here, note that it is impossible to calculate each quantity of (17) exactly because
W̄ (k−1) is the infinite dimensional set. However such a set can be obtained by
enclosing W (k) in the over-estimated sense using a priori norm estimates and
interval arithmetic described following subsections. In the actual calculation on a
computer, we reset this over-estimated set as the candidate set W (k).

Now, we have the following verification condition in a computer.

Theorem 3. If, for a step K,

W
(K)
i < W̄

(K−1)
i (1 ≤ i ≤ M + 2)

hold, then in the set W̄ (K−1) = W̄
(K−1)
N ⊕ W̄

(K−1)
∗ defined by {W̄ (K−1)

i }1≤i≤M+2,
there exists an element w satisfying w = Tw.

Proof. Applying Theorem 2, it is sufficient to check (16) holds for W̄ (K−1). By
assumption and the definition of the set W (K), we have

NNW̄ (K−1) ⊂ W̄
(K−1)
N .

Besides, for any v∗ ∈ (I − PN )FW̄ (K−1), we can take w ∈ W̄ (K−1) such that

v∗ = ((I − P
(1)
N )P−1(∆2)−1h1(w), (I − P

(2)
N )(−∆)−1h2(w)),

where we have used the same notation I both for the identity map on X3 and Y 1.
By Theorem 1 and (17), we get

‖(I − P
(1)
N )P−1(∆2)−1h1(w)‖Ψ ≤ CiP−1‖h1(w)‖L2

≤ CiW̄
(K−1)
M+1 (1 ≤ i ≤ 10),

‖(I − P
(2)
N )(−∆)−1h2(w)‖Θ ≤ Ci‖h2(w)‖L2

≤ CiW̄
(K−1)
M+2 (11 ≤ i ≤ 15).

Hence, we obtain v∗ ∈ W̄∗
(K−1), and thus

(I − PN )FW̄ (K−1) ⊂ W̄∗
(K−1)

holds. �

By virtue of the Newton-like operator NN and the constructive a priori error
estimate of Theorem 1, the above iteration process should be successful as the
truncation numbers: M1, M2, N1 and N2 become large.
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5.1. Computation of W
(k)
N

In order to decide the finite dimensional set W
(k)
N in (17), it is needed to compute

NNW , for a candidate set W = WN ⊕W∗ which is generated from a positive vector
{Wi}1≤i≤M+2. We consider some detailed computational procedures below.

For any fixed w ∈ W we have

NNw = [I − PNKf ′(ûN )]−1
N ( [I − PNKf ′(ûN )]NPNw − PN (I − F )w)

= [I − PNKf ′(ûN )]−1
N PNK ( h(w) − f ′(ûN )PNw ) .

Then we need to get an enclosure of [I −PNKf ′(ûN )]−1
N PNK(h(w)− f ′(ûN )PNw)

for any w ∈ W . By setting

(v(1)
N , v

(2)
N ) := NNw = (

L1∑
i=1

aiψi,

L2∑
i=1

biθi),

taking account of

PN (I − PNKf ′(ûN ))NNw = PNK(h(w) − f ′(ûN )PNw )

and the definition of the projection PN , we have


(P∆2v
(1)
N − f1

′(ûN )(v(1)
N , v

(2)
N ), ψi)L2 = (h1(w) − f1

′(ûN )PNw,ψi)L2

(1 ≤ i ≤ L1),

(−∆v
(2)
N − f2

′(ûN )(v(1)
N , v

(2)
N ), θi)L2 = (h2(w) − f2

′(ûN )PNw, θi)L2

(1 ≤ i ≤ L2).

(18)

Here, let us introduce a Jacobian operator by

J(u, v) := uxvz − vxuz = −J(v, u).

Since

f1
′(ûN )(v(1)

N , v
(2)
N ) = J(v(1)

N ,∆Ψ̂N ) + J(Ψ̂N ,∆v
(1)
N ) +

√
PR(v(2)

N )x,

f2
′(ûN )(v(1)

N , v
(2)
N ) = −

√
PR(v(1)

N )x + J(Θ̂N , v
(1)
N ) + J(v(2)

N , Ψ̂N ),

we get

P∆2v
(1)
N − f1

′(ûN )(v(1)
N , v

(2)
N )

=
L1∑
j=1

(
P∆2ψj + J(∆Ψ̂N , ψj) + J(∆ψj , Ψ̂N )

)
aj −

√
PR

L2∑
j=1

bj(θj)x,

−∆v
(2)
N − f2

′(ûN )(v(1)
N , v

(2)
N )

=
√
PR

L1∑
j=1

(
(ψj)x + J(ψj , Θ̂N )

)
aj +

L2∑
j=1

(
−∆θj + J(Ψ̂N , θj)

)
bj .
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Therefore, define the Li ×Lj matrix Gij , for 1 ≤ i, j ≤ 2, and the M ×M matrix
G by

(G11)ij = (P∆2ψj + J(∆Ψ̂N , ψj) + J(∆ψj , Ψ̂N ), ψi)L2 ,

(G12)ij = −
√
PR((θj)x, ψi)L2 ,

(G21)ij =
√
PR((ψj)x + J(ψj , Θ̂N ), θi)L2 ,

(G22)ij = (−∆θj + J(Ψ̂N , θj), θi)L2 ,

G =
[

G11 G12

G21 G22

]
,

also define the M × 1 vector d by

di = (h1(w) − f1
′(ûN )PNw,ψi)L2 (1 ≤ i ≤ L1), (19)

dL1+i = (h2(w) − f2
′(ûN )PNw, θi)L2 (1 ≤ i ≤ L2), (20)

and let f := [a1, . . . , aL1 , b1, . . . , bL2 ]. Then NNw is obtained by solving the linear
equation:

Gf = d.

On the verified solution of the above problem, which assures also the invertibil-
ity of the matrix G, i.e., the the existence of the inverse (14), we used the method
in Rump [16]. In order to take account of the rounding error in computer, the
matrix G is generated as an interval matrix based upon an approximate solution
ûN = (Ψ̂N , Θ̂N ), given numbers P and R, and the base functions {ψi}L1

i=1 and
{θi}L2

i=1 using interval arithmetic [1]. On the other hand, the element of the vector
d can also be evaluated as an interval vector which is the upper and lower bound of
L2-inner products of (19) and (20) for all w ∈ W described in the next subsection.

5.2. Computation of d

We define the candidate set W of the form

W = (w(1)
N + α(1), w

(2)
N + α(2)),

where (w(1)
N , w

(2)
N ) ⊂ SN , (α(1), α(2)) ⊂ S⊥

N . Moreover, w
(1)
N and w

(2)
N are supposed

to be represented by

w
(1)
N =

L1∑
i=1

Aiψi, w
(2)
N =

L2∑
i=1

Biθi,

where Ai := [−Wi,Wi ] and Bi := [−WL1+i,WL1+i ] are real intervals. The
explicit forms of α(1) and α(2) are unknown, however, these norms and seminorms
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can be estimated as below. We get

h1(w) − f1
′(ûN )PNw = f1(Ψ̂N , Θ̂N ) − P∆2Ψ̂N + J(w(1)

N ,∆w
(1)
N )+

J(Ψ̂N + w
(1)
N ,∆α(1)) + J(α(1),∆(Ψ̂N + w

(1)
N )) + J(α(1),∆α(1)) +

√PR(α(2))x,

h2(w) − f2
′(ûN )PNw = f2(Ψ̂N , Θ̂N ) + ∆Θ̂N + J(w(2)

N , w
(1)
N )+

J(α(2), Ψ̂N + w
(1)
N ) + J(Θ̂N + w

(2)
N , α(1)) + J(α(2), α(1)) −√PR(α(1))x.

In (19) and (20), the L2-inner products

(f1(Ψ̂N , Θ̂N ) − P∆2Ψ̂N + J(w(1)
N ,∆w

(1)
N ), ψi)L2

and
(f2(Ψ̂N , Θ̂N ) + ∆Θ̂N + J(w(2)

N , w
(1)
N ), θi)L2

include no infinite dimensional quantities, thus these values can be estimated by
direct computations using usual interval arithmetic. The L2-inner products

(J(Ψ̂N + w
(1)
N ,∆α(1)), ψi)L2 , (J(α(1),∆(Ψ̂N + w

(1)
N ), ψi)L2 , ((α(2))x, ψi)L2 ,

(J(α(2), Ψ̂N + w
(1)
N ), θi)L2 , (J(Θ̂N + w

(2)
N , α(1)), θi)L2 , ((α(1))x, θi)L2

are evaluated using the a priori constants of Theorem 1. Let us show one example.
In what follows, we use the canonical basis of trigonometric functions for SN . The
inner product

((Ψ̂N + w
(1)
N )x∆(α(1))z, ψi)L2 ,

can be rewritten as

(Ψ̂N + w
(1)
N )xψi =

2M1∑
m=1

2N1∑
n=0

Ẑmn sin(amx) cos(nz)

with some interval coefficients Ẑmn. Also note that the coefficients of ∆(α(1))z are
zero when 1 ≤ m ≤ M1 and 1 ≤ n ≤ N1. Hence, we have

((Ψ̂N + w
(1)
N )x∆(α(1))z, ψi)L2

⊂ [−1, 1] ‖∆(α(1))z‖L2×

‖
2M1∑
m=1

2N1∑
n=N1+1

Ẑmn sin(amx) cos(nz) +
2M1∑

m=M1+1

2N1∑
n=0

Ẑmn sin(amx) cos(nz)‖L2

⊂ [−1, 1] C10WM+1
π√
2a

(
2M1∑
m=1

2N1∑
n=N1+1

Ẑ2
mn +

2M1∑
m=M1+1

2N1∑
n=0

Ẑ2
mn

)1/2

.

The remaining L2-inner products

(J(α(1),∆α(1)), ψi)L2 , (J(α(2), α(1)), θi)L2

are similarly evaluated, for example,

((α(1))z∆(α(1))x, ψi)L2 ⊂ [−1, 1] ‖(α(1))z‖L2‖∆(α(1))x‖L2

⊂ [−1, 1] C6C9W
2
M+1.
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5.3. Computation of W
(k)
M+1 and W

(k)
M+2

In order to describe the computation of W
(k)
M+1 and W

(k)
M+2 in (17), we will show

how to estimate
sup

w∈W
‖h1(w)‖L2 , sup

w∈W
‖h2(w)‖L2

for a candidate set W = (w(1)
N + α(1), w

(2)
N + α(2)). Since

h1(W ) = f1(w
(1)
N + Ψ̂N , w

(2)
N + Θ̂N ) − P∆2Ψ̂N + J(Ψ̂N + w

(1)
N ,∆α(1))

+ J(α(1),∆(Ψ̂N + w
(1)
N )) + J(α(1),∆α(1)) +

√
PR(α(2))x,

we have

‖h1(W )‖L2 ≤ ‖f1(w
(1)
N + Ψ̂N , w

(2)
N + Θ̂N ) − P∆2Ψ̂N‖L2

+‖(Ψ̂N + w
(1)
N )z‖∞‖∆(α(1))x‖L2

+‖∆(Ψ̂N + w
(1)
N )x‖∞‖(α(1))z‖L2

+‖(Ψ̂N + w
(1)
N )x‖∞‖∆(α(1))z‖L2

+‖∆(Ψ̂N + w
(1)
N )z‖∞‖(α(1))x‖L2 + ‖(α(1))z‖∞‖∆(α(1))x‖L2

+‖(α(1))x‖∞‖∆(α(1))z‖L2 +
√
PR‖(α(2))x‖L2

≤ ‖f1(w
(1)
N + Ψ̂N , w

(2)
N + Θ̂N ) − P∆2Ψ̂N‖L2

+(C9‖(Ψ̂N + w
(1)
N )z‖∞ + C6‖∆(Ψ̂N + w

(1)
N )x‖∞

+C10‖(Ψ̂N + w
(1)
N )x‖∞ + C5‖∆(Ψ̂N + w

(1)
N )z‖∞)WM+1

+(C19C9 + C18C10)W 2
M+1 +

√
PRC14WM+2.

Also, since

h2(W ) = f2(w
(1)
N + Ψ̂N , w

(2)
N + Θ̂N ) + ∆Θ̂N + J(α(2), Ψ̂N + w

(1)
N )

+ J(Θ̂N + w
(2)
N , α(1)) + J(α(2), α(1)) −

√
PR(α(1))x,

we get

‖h2(W )‖L2 ≤ ‖f2(w
(1)
N + Ψ̂N , w

(2)
N + Θ̂N ) + ∆Θ̂N‖L2

+‖(Ψ̂N + w
(1)
N )z‖∞‖(α(2))x‖L2

+‖(Ψ̂N + w
(1)
N )x‖∞‖(α(2))z‖L2 + ‖(Θ̂N + w

(2)
N )x‖∞‖(α(1))z‖L2

+‖(Θ̂N + w
(2)
N )z‖∞‖(α(1))x‖L2 + ‖(α(1))z‖∞‖(α(2))x‖L2

+‖(α(1))x‖∞‖(α(2))z‖L2 +
√
PR‖(α(1))x‖L2

≤ ‖f2(w
(1)
N + Ψ̂N , w

(2)
N + Θ̂N ) + ∆Θ̂N‖L2

+(‖(Ψ̂N + w
(1)
N )z‖∞C14 + ‖(Ψ̂N + w

(1)
N )x‖∞C15)WM+2
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+(‖(Θ̂N + w
(2)
N )x‖∞C6 + ‖(Θ̂N + w

(2)
N )z‖∞C5 +

√
PRC5)WM+1

+(C19C14 + C18C15)WM+1WM+2.

In the above estimations, upper bounds of each L2-norm and L∞-norm can be
computed by interval arithmetical approaches. For example, if (Ψ̂N + w

(1)
N )z is

expressed as

(Ψ̂N + w
(1)
N )z =

M1∑
m=1

N1∑
n=1

nZmn sin(amx) cos(nz),

by some interval coefficients Zmn, then we use the following estimates:

‖(Ψ̂N + w
(1)
N )z‖∞ ≤

M1∑
m=1

N1∑
n=1

|nZmn|.

Note that these seem to be overestimates, but usually, by virtue of the small
multipliers Ci, there are no serious enlargements of computed quantities.

6. Numerical examples

In the verification step, interval arithmetic is used to take account of the effects
of rounding errors in the floating point computations. We use Fortran 90 library
INTLIB_90 coded by Kearfott [9] with DIGITAL Fortran V5.2-705 on an Alpha
Server XP1000 (CPU:Alpha 2126 500MHz, OS: Tru64 UNIX 4.0E).

6.1. First bifurcated solutions from the trivial solution

In 1916, Rayleigh [15] considered the linearized stability and found the critical
Rayleigh number as follows

RC = inf
m,n

(a2m2 + n2)3

a2m2
= 6.75 (m = 1, n = 1, a = 1/

√
2).

The usual bifurcation theory implies that the stationary bifurcation occurs from
the above critical point. We select a = 1/

√
2 and P = 10 in the following numerical

experiments. After the critical Rayleigh number RC = 6.75, we obtain two non-
trivial approximate solutions for various Rayleigh numbers R of the form:

Ψ̂N =
M1∑

m=1

N1∑
n=1

Âmn sin(amx) sin(nz), Θ̂N =
M2∑

m=0

N2∑
n=1

B̂mn cos(amx) sin(nz)

for some M1, M2, N1 and N2 by Fourier-Galerkin method combined with Newton-
Raphson iteration. Fig. 2 and Fig. 3 show the velocity field (−(Ψ̂N )z, (Ψ̂N )x)
and the isotherm of Θ̂N which means the deviation of the temperature from the
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linear profile at R = 7,M1 = N1 = M2 = N2 = 10, respectively. We indicate
the particular values of coefficients, under the figures, which have the maximum
absolute values of {Âmn} and {B̂mn}, respectively.

Â11 ≈ 0.9456 Â11 ≈ −0.9456

Fig. 2. The velocity field of the first bifurcated solutions (R = 7)
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B̂11 ≈ −3.5966 B̂11 ≈ 3.5966

Fig. 3. Isotherms of the deviation of the temperature from the linear profile (R = 7)

We verify two exact solutions of (4) corresponding to several Rayleigh numbers
in the set

(Ψ̂N + w
(1)
N + w

(1)
∗ , Θ̂N + w

(2)
N + w

(2)
∗ ) ⊂ X3 × Y 1,

where (w(1)
N , w

(2)
N ) ⊂ SN and (w(1)

∗ , w
(2)
∗ ) ⊂ S⊥

N whose norms can be numerically es-
timated, for example, as in Table 1. ‘Step’ means the iteration number of Theorem
3, and each values of norms rounded-up at last mantissa unit.

R step ‖Ψ̂N‖L2 ‖Θ̂N‖L2 ‖W (1)
N ‖L∞ ‖W (2)

N ‖L∞ ‖W (1)
∗ ‖H3 ‖W (2)

∗ ‖H1

8 3 2.14 7.75 1.24×10−11 1.43×10−12 2.09×10−12 4.28×10−12

10 3 3.53 11.70 3.10×10−11 2.40×10−12 6.86×10−12 1.76×10−11

15 3 5.86 16.83 1.01×10−10 5.02×10−12 2.88×10−11 9.57×10−11

20 3 7.67 20.08 1.97×10−10 7.80×10−12 6.69×10−11 2.55×10−10

25 5 9.23 22.67 1.82×10−10 1.15×10−11 5.17×10−11 2.22×10−10

30 5 10.65 24.89 2.93×10−10 1.08×10−11 1.12×10−10 4.78×10−10

35 5 11.96 26.88 4.89×10−10 1.06×10−11 2.15×10−10 9.51×10−10

40 5 13.18 28.70 9.05×10−10 1.80×10−11 4.21×10−10 2.09×10−9

Table 1. Verification results (M1 = N1 = M2 = N2 = 35)

6.2. Second bifurcated solutions from the trivial solution

In the case a = 1/
√

2, it seems that at Rayleigh number R = 13.5, a second
bifurcation from the trivial solution occurs. Fig. 4 and Fig. 5 show the velocity field
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(−(Ψ̂N )z, (Ψ̂N )x) and the isotherms of Θ̂N at R = 14,M1 = N1 = M2 = N2 = 10,
respectively.

Â21 ≈ 0.6705 Â21 ≈ −0.6705

Fig. 4. The velocity field of the second bifurcated solutions (R = 14)
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B̂21 ≈ −1.1405 B̂21 ≈ 3.6068

Fig. 5. Isotherms of the deviation of the temperature from the linear profile

We verify the two exact solutions of (4) for these second bifurcated solutions
as in Table 2.

R step ‖Ψ̂N‖L2 ‖Θ̂N‖L2 ‖W (1)
N ‖L∞ ‖W (2)

N ‖L∞ ‖W (1)
∗ ‖H3 ‖W (2)

∗ ‖H1

13.75 3 0.48 2.58 4.86×10−12 4.99×10−13 9.21×10−13 1.26×10−12

15 3 1.18 6.23 1.77×10−11 8.45×10−13 3.98×10−12 4.42×10−12

20 3 2.57 12.52 8.88×10−11 2.03×10−12 2.43×10−11 3.55×10−11

25 3 3.55 16.27 2.03×10−10 3.87×10−12 5.85×10−11 1.04×10−10

30 3 4.37 19.17 3.32×10−10 4.29×10−12 1.08×10−10 2.06×10−10

35 5 5.12 21.59 1.58×10−10 5.77×10−12 4.14×10−11 1.02×10−10

40 5 5.80 23.71 2.63×10−10 5.56×10−12 8.96×10−11 2.85×10−10

Table 2. Verification results (M1 = N1 = M2 = N2 = 35)

From these results, for example, at R = 20, by using some L∞-norm esti-
mates in Corollary 1, we can be assured that the four nontrivial solutions are
indeed different. Fig. 6 illustrates the bifurcation curves obtained by our scheme.
The vertical axis shows the value of the coefficient of the approximate solution:
Ψ̂N =

∑M1
m=1

∑N1
n=1 Âmn sin(amx) sin(nz) where the absolute value is equal to

max{|Âmn|; 1 ≤ m ≤ M1, 1 ≤ n ≤ N1}. Each dot implies that the verification
procedure succeeded.
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Fig. 6. The bifurcation curves

We actually verified numerically all solutions on both the upper and lower
branches indicated in Fig. 6. However, by consideration of the symmetries of
problem (4), the existence of solutions corresponding to the lower branches would
be naturally concluded from the verification of the upper branch solutions. We
cannot say for certain whether the verified solutions are bifurcated solutions, or
depend continuously on the Rayleigh number, or are locally unique in the candidate
sets. These questions must be solved in our future work.
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